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Abstract
Sixth-generation wireless systems not only have more demanding communication requirements, they are also expected to

have high-precision sensing capabilities and sufficient computing power. Integrated sensing, communication, and com-

putation (ISCC) can meet the above system requirements and save spectrum resources. In this paper, we build a resource

allocation and offloading decision problem in an ISCC scenario that makes considerations for user mobility and partial

offloading policies. The established problem minimizes the average task cost when given constraints such as the typical

sensing failure rate and task completion delay. We use Lyapunov optimization theory to transform the proposed problem

and propose a two-level optimization algorithm based on matching theory to offer a solution for the transformed problem.

The inner layer obtains the task offloading ratio through theoretical derivation, and the outer layer determines the base

station access and channel assignment based on the inner layer results. The simulation results show that the average task

cost can be effectively reduced while also guaranteeing high-quality sensing performance.

Keywords ISCC � MEC � Lyapunov optimization � Matching theory � Service migration

1 Introduction

Mobile edge computing (MEC) is a technology that pro-

vides computing, storage, and communication capabilities

at the network edge [1]. By bringing processing power

closer to the end user, MEC can greatly reduce transmis-

sion delays, enhance computing capabilities, and support

delay-sensitive and computing-intensive applications, such

as autonomous driving, virtual reality, and video stream

analysis. As a result, in MEC networks, the primary issues

addressed in making offloading decisions are what to off-

load, how to offload it, and how much to offload. Resource

allocation focuses on jointly managing the communication,

computing, and storage resources of the system. Due to

user offloading decisions and resource allocation having a

significant and direct effect on system performance, studies

in this area have recently become a research hotspot.

Due to the development of millimeter wave communi-

cation, the spectrums used in both communication and

radar sensing have gradually begun to overlap. As a key

technology in future mobile communication [2], integrated

communication and sensing (ISAC) integrates the hard-

ware of sensing and communication, allowing them to

work in the same frequency range, and uses this integrated

signal to offer simultaneous sensing and communication,

thus making more efficient use of strained spectrum

resources.

Future wireless networks are not only expected to have

more demanding communication requirements, but will

also need to have sufficient computing power and highly

accurate sensing capabilities [3]. As a new framework,

integrated sensing, communication, and computation
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(ISCC) combines the advantages of both MEC and ISAC.

ISAC is able to provide wireless network systems with

sufficient computing power while also ensuring high

accuracy and high resolution sensing capabilities that can

be used in a number of intelligent automation applications

such as autonomous driving [4]. ISCC can help self-driving

vehicles to upload and process their generated tasks more

effectively, while also accurately sensing other vehicles in

their vicinity.

In reference [4], the authors established for the first time

an implementation framework for ISCC. Through careful

consideration of user throughput, task completion delay,

and mutual information (MI) it is able to effectively strike

a balance between communication, sensing, and computa-

tion. In this paper, we add considerations for user mobility,

energy consumption, and partial offloading strategies based

on the model provided by reference [4]. Taking user

mobility into account will allow this paper to better analyze

how the benefits of ISCC can be made applicable to mobile

devices. Energy consumption is also a very important

indicator for users in practical applications, and optimiza-

tion of energy consumption can improve their service

experiences. In addition, a partial offloading strategy can

make the offloading of tasks more flexible for users.

Finally, after taking these factors into account, an efficient

resource allocation and offloading decision algorithm is

developed.

The main contributions of this paper are summarized as

follows:

(1) In this paper, we build a user cost minimization

problem in a multi-BS multi-user ISCC scenario,

making considerations for user mobility and partial

offloading policies. The established problem

involves user delay, energy consumption, migration

cost, and sensing.

(2) The Lyapunov optimization theory is applied to

transform the proposed problem into a single time

slot deterministic optimization problem and a two-

layer algorithm is used to solve the converted

problem. The inner layer of the algorithm obtains

the optimal offloading ratio by theoretical derivation

via BS access and channel selection. Based on

matching theory, the outer layer of the algorithm

determines the user’s BS access and channel selec-

tion according to the results of the inner layer.

(3) Simulation results show that the proposed algorithm

in this paper achieves lower average task cost,

completion delay, and energy consumption all while

balancing task cost and sensing failure rate compared

to the algorithm in reference [4] and other baseline

algorithms.

The remainder of the article is organized as follows: a

review of related literature is described in Sect. 2. The

system model is explained in Sect. 3. The proposed algo-

rithm is explained in detail in Sect. 4. The simulation

results are shown and analyzed in Sect. 5. Finally, a con-

clusion based on the results of the simulation is offered in

Sect. 6.

2 Related work

In the MEC scenario, reasonable allocation of user

offloading decision and resource can effectively utilize the

resources of users and edge nodes, thus greatly reducing

the cost of system. In reference [5], the authors designed an

effective user offloading decision and resource allocation

algorithm in the scenario of single user and single edge

server to minimize user energy consumption and task

completion delay, respectively. In reference [6, 7], the

authors directed at user delay and energy consumption

jointly optimize offloading decisions, channel allocation,

computation resource allocation and transmission power,

and solved the established nonlinear optimization problem

in the scenario of multi-user and single edge server. In

reference [8], the authors used convex optimization and

deep Q network to tackle the problem of offloading deci-

sion and resource allocation in multi-user and multi-server

MEC networks with time-varying fading channels. In ref-

erence [9], the authors studied the task assignment problem

of the optimal server in the scenario of multiple BS and

multiple edge servers, proposed an offloading decision

method in view of guaranteed quality of service, and

minimized the overall energy consumption of edge com-

puting networks. Device to device (D2D) communication

has also been widely used in MEC. Users who generate

tasks transmit tasks to idle user equipment through D2D to

enhance their ability to process tasks. In MEC scenarios

supporting D2D, the authors explored resource scheduling

for multi-user cooperation and partial offloading to address

the issue of latency and energy utilization in [10, 11].

User mobility will affect the wireless environment

between the user and the edge node accessed. The quality

of service for the user will drastically decrease as the dis-

tance between them and the base station (BS) grows. Under

the single BS multi-user MEC scenario, the authors in [12]

assumed that the user mobility is known. They proposed a

heuristic offloading algorithm to address the issue of

offloading decision and resource allocation. In reference

[13], the authors defined the ideal offloading node selection

strategy as a Markov decision process and solved it by

value iterative method based on the location of mobile

users and the bandwidth of heterogeneous edge servers. In

reference [14], the authors proposed a dual time scale
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mobility management framework considering the differ-

ence in time scales between the dynamic changes of user

task arrival and user location changes and the service

migration caused by user mobility. In reference[15], the

authors estimated the mobility of vehicles when 5G users

move across wireless cells and used this prediction and

online algorithms to determine when and where to migrate

computing services (containers or virtual machines (VMs))

running on edge nodes to ensure the continuity of vehicle

services. In [16], under the MEC scenario supporting D2D,

by considering user mobility, distribution of resources, task

properties and energy limits of user equipment, a task

power allocation method was developed to reduce task

completion delay. In reference [17], the authors solved the

problem of the average total cost minimization over a long

period of time by optimizing the task division, transmission

power, CPU processing frequency, the harvested energy,

and the association vector of Internet of Things devices.

At present, ISAC research work is devoted to s the

spectrum allocation, the design of transceiver structure and

frame structure, ISAC integrated waveform design, joint

coding design, temporal-spectral-spatial signal processing

[2]. In reference [18], the authors studied the spectrum

allocation problem between SSPs and terminal devices

configured with integrated radar and communication sys-

tems using a game-theoretic approach. In reference [19],

based on information theory, the authors put forward an

adaptive orthogonal frequency division multiplexing

(OFDM) waveform design mode which considered inte-

grated radar and communication waveform. In reference

[20], the authors selected subcarriers for communication

and sensing under the target mutual information as well as

communication rate constraint and assigned frequencies on

the subcarriers, which ultimately minimized the total

radiated power of the system.

The ISCC research has just started and there is not much

related work yet. In [4], the authors combined MEC

paradigm and ISAC technology to build an ISCC imple-

mentation framework. This framework first attempted to

combine the advantages of ISAC and MEC to support

automated applications. In [21], the authors derived two

typical beamforming methods by considering communi-

cation, sensing, and computation. The goal was to mini-

mize the total transmission power and maximizing the

weighted overall performance, respectively.

3 System model

The model is presented in Fig. 1. There are N BSs,M users,

and L channels in the system. The BSs set is represented as

N ¼ f1; 2; 3; . . .;Ng, the users set is represented as

M ¼ f1; 2; 3; . . .;Mg, and the channels set is represented

as L ¼ f1; 2; 3; . . .; Lg. All BSs share multiple channels.

Each BS is equipped with a server to handle the tasks

offloaded by users. In the current mobile edge computing

scenario, the storage resources of the base station are still

relatively abundant. Therefore, in this paper, we do not

consider the storage resource limit of the base station

[22, 23]. When generating a computing task to be pro-

cessed, the user offloads partially task to the BS server for

processing, and the integrated signal is used to sense the

environment around the user when the user sends the task.

The blue solid line in Fig. 1 represents the integrated signal

used by users for communication and sensing, the blue

dotted line represents the echo of the integrated signal

reflected by environmental objects, and the red dotted line

represents the interference of other users’ integrated signals

to the current user.

The mobility of users is considered in this paper. The

user’s mobility process is divided into discrete time slots.

The length of a single time slot is denoted using s. The time

slots are denoted by the set T ¼ f1; 2; 3; . . .; t; . . .g. It is
assumed that the user’s position within a time slot remains

unchanged, and the position in different time slots is dif-

ferent. Each user has a service, which is composed of a

series of tasks, and a dedicated VM or container is built on

the edge server to process the generated tasks. With the

user’s movement, the VM or container will migrate with

the handover of the user’s connected BS [24].

3.1 Task model

In this paper, it is considered that each user generates one

task in a single time slot. At the beginning of each time

slot, each user generates a task whose data volume follows

uniform distribution. The task is represented by tuple

ImðtÞ; rmðtÞ;DmðtÞh i, where ImðtÞ represents the size of the

data volume to be communicated by the task generated by

user m in time slot t, and the unit is bit. CmðtÞ represents the

ISAC Signal Signal echo interference

MEC base station 
and server User Perceived object

Fig. 1 System model
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task calculation load of user m in time slot t, namely, the

number of cycles the task needs the computer CPU to run

to calculate, and the unit is cycle, specifically expressed as

CmðtÞ ¼ ImðtÞrm, where rm represents the user m’s task

calculation intensity, namely, the number of cycles the

computer CPU needs to run for each bit of data to calcu-

late. DmðtÞ is the maximum delay requirement of the task

generated by user m in time slot t. This paper considers that

the maximum delay requirement of the task is less than or

equal to the time slot length, that is, DmðtÞ� s [17]. This

paper considers the partial offloading mechanism. The task

offloading ratio of user m in time slot t is expressed as

qmðtÞ, and the tasks are assumed to be randomly separable.

However, this paper considers that users need to sense the

surrounding environment in each time slot, so it is con-

sidered that the task offloading ratio has a minimum

requirement qmin.

3.2 Communication model

The user selects a BS for access in each time slot, and

sends the tasks to the BS through the channel allocated by

the BS. The symbol anmðtÞ indicates the association between
user m and BS n in time slot t, namely, when user m

accesses BS n in time slot t, anmðtÞ ¼ 1, and vice versa. All

BSs share L channel, and each channel has the same

bandwidth, which is W. The signals of users using the same

channel will interfere with each other. The symbol blmðtÞ
indicates whether user m occupies channel l in time slot t,

namely, when user m occupies channel l in time slot t,

blmðtÞ ¼ 1, and vice versa. Users can only access one BS in

each time slot, occupying one channel, that is
X

n2N
anmðtÞ ¼ 1 8m 2 M; t 2 T ð1Þ

X

l2L
blmðtÞ ¼ 1 8m 2 M; t 2 T ð2Þ

One channel of a BS can be used by at most one user,

that is
X

m2M
anmðtÞblmðtÞ ¼ 1 8n 2 N ; l 2 L; t 2 T ð3Þ

The large-scale fading and small-scale fading of the

channel between the user and the BS are considered at the

same time. The small-scale fading of the channel follows

the Rayleigh distribution. Channel gain is constant within a

time slot but i.i.d. in different time slots. The symbol

hlm;nðtÞ is used to represent the channel gain between the

user m and the BS n in time slot t and on channel l. When

user m offloads task to the BS during time slot t, the

transmission power is Pm, and the data transmission rate of

user m is expressed as

RTr
m ðtÞ ¼

X

n2N

X

l2L
anmðtÞblmðtÞW log2 1þ Cl

m;nðtÞ
� �

ð4Þ

where r2 ¼ N0W is the channel noise power, and Cl
m;nðtÞ ¼

Pmh
l
m;nðtÞP

m02Mnfmg b
l
m0 ðtÞPm0h

l
m0 ;nðtÞþr2

represents SINR of communica-

tion when user m occupies channel l of BS n.

The time consumed by user m to transmit the task in

time slot t is calculated as

TTr
m ðtÞ ¼ ImðtÞqmðtÞ

RTr
m ðtÞ ð5Þ

The energy consumption for the user m to transmit the

task in time slot t is

ETr
m ðtÞ ¼ PmT

Tr
m ðtÞ ð6Þ

Data volume in the task calculation results is small, and

the return time can be ignored.

3.3 Computational model

The tasks generated by users in each time slot will be

divided into two parts. One part will be transmitted to the

BS through wireless channel for processing, and the other

part will be processed locally. The symbol fm;local is used to

indicate the computing power of user m, and the unit is Hz.

Therefore, the local calculation time of user m’s task in

time slot t is given by

Tlocal
m ðtÞ ¼ CmðtÞð1� qmðtÞÞ

fm;local
ð7Þ

The energy consumption for user m to process tasks

locally in time slot t is expressed as [25]

Elocal
m ðtÞ ¼ Kð1� qmðtÞÞCmðtÞf 2m;local ð8Þ

where K refers to the power coefficient, which is decided

by the chip structure.

After receiving the task transmitted by the user, the BS

divides all computing resources equally among all users’

computing tasks. Then the computing resources allotted to

user m by BS n in time slot t are denoted by

f nmðtÞ ¼
anmðtÞFnP
m2M anmðtÞ

ð9Þ

where Fn denotes the computing resources of BS n.
The computing resources obtained by user m in time slot

t are denoted by

fmðtÞ ¼
X

n2N
f nmðtÞ ð10Þ

The task calculation delay of user m in time slot t is

Tcom
m ðtÞ ¼ CmðtÞqmðtÞ

fmðtÞ
ð11Þ
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3.4 Sensing model

When sending the offloading task to the BS, the user ter-

minal equipment with ISAC analyzes the integrated signal

echo reflected by the surrounding objects to sense the

surrounding environment. This paper uses the conditional

MI of echo signal and channel impulse response (the

channel is the channel between the user and the random

sensing target) to measure the performance of the user’s

sensing of the surrounding environment [19].

In ISAC scenarios, OFDM-based integrated waveforms

for radar communication are often employed. MI indicates

the reduction of information uncertainty after observation.

In OFDM-based radar target identification and classifica-

tion, MI is a commonly used accuracy metric of sensing.

slmðnÞ is used to denote the waveform used by user m on

channel l at time slot t. /l
mðnÞ is used to denote the impulse

response between user m and the sensed target on channel l

at time slot t. zlmðnÞ is used to denote the reflected signal

received by user m on channel l at time slot t. The MI of

user m in time slot t is given by

MImðtÞ ¼
X

l2L
I zlmðnÞ;/

l
mðnÞjslmðnÞ

� �

¼
X

l2L
blmðtÞ

1

2
KTsW log2 1þ Cl

m;radðtÞ
� � ð12Þ

where Cl
m;radðtÞ represents the radar the radar SINR of user

m in time slot t and on channel l, specifically

Cl
mðtÞ ¼

PmKT
2
s jVl

mðf lÞj
2

P
m02Mnfmg b

l
m0 ðtÞPm0hlm0;mðtÞ þ r2

ð13Þ

where, K is the number of symbols of the integrated signal,

Ts represents the duration of a symbol, and Vl
mðf lÞ repre-

sents the Fourier transform of the channel impulse response

at the frequency f l of channel l, and its value is related to

the antenna gain, radar cross section, and channel gain

during transmission and reception. Here, it is assumed that

it obeys the standard normal distribution [19]. hlm0;mðtÞ
represents the channel gain on channel l between user m0

and user m.

A minimum requirement of MI (MImin) is needed to

ensure the accuracy of the user’s estimate of the target

impulse response. When the user’s MI is less than the

minimum requirement, the user is determined to have

failed sensing. The user’s sensing failure event is repre-

sented as

SmðtÞ ¼ indicatorfMImðtÞ\MIming ð14Þ

where, indicatorfxg represents the indicator function,

namely, when x is true, the value of the indicator function

is 1, and vice versa.

3.5 Service migration model

With the movement of users, some users will be farther and

farther away from the connected BS. At this time, the

problem of user handover will occur. If the user switches to

a new BS, the service of the user on the BS side needs to

migrate with the handover of the user, and the migration of

the user service result in migration cost. In this paper, the

migration cost is considered in two main parts, the latency

and the other resource consumption caused by the migra-

tion of VMs. The other resource consumption caused by

the migration of user m in time slot t is expressed as [17]

cmim ðtÞ ¼
X

n2N

e
2
ð1� anmðt � 1ÞÞanmðtÞ þ ð1� anmðtÞÞanmðt � 1Þ
� �

ð15Þ

where e represents the resource consumption of migration,

which is assumed to be a fixed value in this paper.

The migration delay of user m in slot t is denoted by

Tmi
m ðtÞ ¼

X

n2N

tmi
2

ð1� anmðt � 1ÞÞanmðtÞ þ ð1� anmðtÞÞanmðt � 1Þ
� �

ð16Þ

where tmi denotes a fixed migration delay.

It can be seen from (15) and (16) that when the user

selects a different BS in the current time slot from the one

in the previous time slot, there will be a migration latency

of size tmi and resource consumption of size e, and vice

versa.

The task processing delay of user m in time slot t is the

maximum value of local computing delay and BS pro-

cessing delay, which is calculated as

TmðtÞ ¼ max Tlocal
m ðtÞ; Tmi

m ðtÞ þ TTr
m ðtÞ þ Tcom

m ðtÞ
� 	

ð17Þ

The energy consumption of user m in time slot t pro-

cessing task is the sum of local processing energy con-

sumption and data transmission energy consumption,

which is calculated as

EmðtÞ ¼ Elocal
m ðtÞ þ ETr

m ðtÞ ð18Þ

3.6 Optimization problem

In the computing offloading scenario, users’ task comple-

tion delay and energy consumption are often particularly

important to users. Therefore, these two indicators are

often used to measure the service quality of users. In this

paper, the user cost function is defined by considering the

delay, energy consumption and migration cost. The cost

function of user m in slot t is given by

UmðtÞ ¼ aTmðtÞ þ bEmðtÞ þ cmim ðtÞ ð19Þ
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where a and b are the weight coefficients of delay and

energy consumption, respectively.

In this paper, we consider minimizing the sum of users’

long-term average costs. The optimization problem is

expressed as:

P1 : min
A;B;q

lim
i!1

Pi
t¼1

P
m2M E½UmðtÞ�
i

s:t: ðC1Þ
X

n2N
anmðtÞ ¼ 1; 8m 2 M; t 2 T

ðC2Þ
X

l2L
blmðtÞ ¼ 1; 8m 2 M; t 2 T

ðC3Þ
X

m2M
anmðtÞblmðtÞ ¼ 1; 8n 2 N ; l 2 L; t 2 T

ðC4Þ lim
i!1

Pi
t¼1 E½SmðtÞ�

i
� d; 8m 2 M

ðC5ÞTmðtÞ�DmðtÞ; 8m 2 M; t 2 T

ðC6ÞqmðtÞ 2 ½qmin; 1�; 8m 2 M; t 2 T

ðC7ÞanmðtÞ; blmðtÞ 2 f0; 1g; 8m 2 M; n 2 N ; l 2 L; t 2 T

ð20Þ

InP1, thevariable setA ¼ fanmðtÞjm 2 M; n 2 N ; t 2 Tg
represents the access of each user to each BS in each time slot,

B ¼ fblmðtÞjm 2 M; l 2 L; t 2 Tg represents the occupation
of each user to each channel in each time slot, and q ¼
fqmðtÞjm 2 M; t 2 Tg represents the task offloading ratio of

each user in each time slot. Furthermore, constraints (C1) and

(C2) indicate that a user can only select one BS for access and

occupy one channel in each time slot. Constraint (C3) means

that a channel of a BS can be used by at most one user in one

time slot. Constraint (C4) shows that the average time of user

sensing failure times should be less than a certain set value, that

is, the user’s long-term sensing failure rate should be below a

certain threshold. The objective function in this thesis includes

not only the average task latency, but also the average task

energy consumption andmigration cost. In order to prevent the

optimisation results from being more biased towards energy

consumption and migration costs, which would lead to greater

latency, a constraint (C5) is added so that the user’s task can be

completed within the maximum latency requirement.Con-

straint (C6) indicates that the tasks of each user in each slot can

be randomly divided between the minimum value qmin and 1.

Constraint (C7) indicates that the BS selection and channel

allocation variables are binary variables.

4 Joint optimization algorithm
for offloading ratio, BS selection
and channel allocation

In this section, the solution process of problem P1 will be

explained. Based on the Lyapunov optimization theory, the

problem P1 is transformed into a single time slot

deterministic optimization problem and a two-layer algo-

rithm is used to solve the transformed problem.

For the sensing failure event of user m in slot t, namely,

SmðtÞ, we define a corresponding virtual queue with an

initial value of 0. We express the backlog of each queue as

SmðtÞ, where Qmð0Þ ¼ 0. We use SmðtÞ to indicate the

increase of virtual queue in slot t, and d to indicate the

decrease of virtual queue. The virtual queue backlog of

user m in slot t and slot t ? 1 is satisfied

Qmðt þ 1Þ ¼ ½QmðtÞ þ SmðtÞ � d�þ ð21Þ

where ½x�þ means maxfx; 0g. According to [26], by pre-

serving the stability of the virtual queue, it can ensure the

satisfaction of the long-term sensing failure rate constraint

(C4).

Vector hðtÞ ¼ ½Q1ðtÞ;Q2ðtÞ; . . .;QMðtÞ� is used to rep-

resent the queue backlog of the whole system. To ensure

the stability of the virtual queue, the conditional Lyapunov

drift function of the queue backlog of the whole system is

defined as

DðhðtÞÞ ¼ E
1

2

X

m2M
Qmðt þ 1Þ2 � 1

2

X

m2M
QmðtÞ2jhðtÞ

" #

ð22Þ

The Lyapunov drift function represents the difference

between the changes of the quadratic function of the whole

system queue backlog in the two time slots before and

after. The Lyapunov drift plus penalty function is defined

as

DVðhðtÞÞ ¼ DðhðtÞÞ þ VE
X

m2M
UmðtÞjhðtÞ

" #
ð23Þ

where V is the control parameter of queue stability and

objective function, and its value is greater than 0.

The algorithm in this paper focuses on minimizing the

long-term average cost as well as ensuring queue stability

by optimizing an upper bound on the Lyapunov drift-plus-

penalty function, i.e., satisfying the sensing failure rate

constraint. Theorem 1 gives the upper bound of the Lya-

punov drift-plus-penalty function.

Theorem 1 For a feasible decision at any time, the Lya-

punov drift plus penalty function satisfies the inequality.

DVðhðtÞÞ�Bþ E
X

m2M
QmðtÞðSmðtÞ � dÞjhðtÞ

" #

þ VE
X

m2M
UmðtÞjhðtÞ

" # ð24Þ

where B ¼ 1
2
ðM þMd2Þ.

Proof From (21), Qmðt þ 1Þ2 �ðQmðtÞ þ SmðtÞ � dÞ2, so.
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1

2

X

m2M
Qmðt þ 1Þ2 � 1

2

X

m2M
ðQmðtÞ2 þ SmðtÞ2 þ 2QmðtÞSmðtÞ

� 2d QmðtÞ þ SmðtÞÞ þ d2
� �

�
ðaÞ 1

2

X

m2M
ðQmðtÞ2 þ SmðtÞ2

þ 2QmðtÞ SmðtÞ � dð Þ þ d2Þ
ð25Þ

where (a) is because the values of d; SmðtÞ are greater than
or equal to 0.

From (25),

1

2

X

m2M
Qmðt þ 1Þ2 � 1

2

X

m2M
QmðtÞ2

�
X

m2M

1

2
SmðtÞ2 þ QmðtÞðSmðtÞ � dÞ þ d2

2


 �

�
ðbÞ 1

2
ðM þMd2Þ þ

X

m2M
ðQmðtÞðSmðtÞ � dÞÞ

ð26Þ

where (b) is because the value of SmðtÞ is 0 or 1.

From (26),

DVðtÞ ¼ DðhðtÞÞ þ VE
X

m2M
UmðtÞjhðtÞ

" #

� 1

2
ðM þMd2Þ þ

X

m2M
EðQmðtÞðSmðtÞ � dÞjhðtÞÞ

þ VE
X

m2M
UmðtÞjhðtÞ

" #

ð27Þ

Let B ¼ 1
2
ðM þMd2Þ, Theorem 1 is proved.

By applying Theorem 1 and observing the channel state,

user movement, task generation, queue backlog, and user

BS selection for the current time slot, problem P1 is

transformed into the following problem P2.

P2 : min
AðtÞ;BðtÞ;qðtÞ

Bþ
X

m2M
QmðtÞSmðtÞ þ V

X

m2M
UmðtÞ

s:t: ðC1Þ
X

n2N
anmðtÞ ¼ 1; 8m 2 M

ðC2Þ
X

l2L
blmðtÞ ¼ 1; 8m 2 M

ðC3Þ
X

m2M
anmðtÞblmðtÞ ¼ 1; 8n 2 N ; l 2 L

ðC5ÞTmðtÞ�DmðtÞ; 8m 2 M

ðC6ÞqmðtÞ 2 ½qmin; 1�; 8m 2 M

ðC7ÞanmðtÞ; blmðtÞ 2 f0; 1g; 8m 2 M; n 2 N ; l 2 L

ð28Þ

After the original Problem P1 is transformed into

Problem P2, Theorem 2 explains the relationship between

the optimal values before and after the problem is

transformed.

Theorem 2 Assume that the optimal solution, queue

backlog, sensing failure event and user cost sum obtained

by solving problem P2 are respectively expressed as a�ðtÞ,
Q�

mðtÞ, S�mðtÞ, U�
sumðtÞ ¼

P
m2M U�

mðtÞ, 8m 2 M; t ¼ 1;

2; . . ., Uopt are the optimal values corresponding to the

optimal value of original problem P1, then,

lim
i!1

Pi
t¼1 E½U�

sumðtÞjhðtÞ�
i

�Uopt þ
B

V
ð29Þ

Proof According to Theorem 1:

1

2

X

m2M
Q�

mðt þ 1Þ2 � 1

2

X

m2M
Q�

mðtÞ
2 þ VU�

sumðtÞ

�Bþ VU�
sumðtÞ þ

X

m2M
ðQ�

mðtÞðS�mðtÞ � dÞÞ

�Bþ V
X

m2M
UmðwðtÞ; a�ðtÞÞ

þ
X

m2M
Q�

mðSmðwðtÞ; a�ðtÞÞ � dÞ

ð30Þ

Expectations for both ends of inequality (30):

E
1

2

X

m2M
Q�

mðt þ 1Þ2 � 1

2

X

m2M
Q�

mðtÞ
2 þ VU�

sumðtÞjhðtÞ
" #

�E Bþ V
X

m2M
UmðwðtÞ; a�ðtÞÞ

"

þ
X

m2M
Q�

mðtÞðSmðwðtÞ; a�ðtÞÞ � dÞjhðtÞ
#

¼ Bþ VE
X

m2M
UmðwðtÞ; a�ðtÞÞjhðtÞ

" #

þ E
X

m2M
Q�

mðtÞðSmðwðtÞ; a�ðtÞÞ � dÞjhðtÞ
" #

¼ Bþ VE
X

m2M
UmðwðtÞ; a�ðtÞÞ

" #
þ

X

m2M
E Q�

mðtÞjhðtÞ
� �

� E SmðwðtÞ; a�ðtÞ � djhðtÞÞ½ �
�Bþ VUopt

ð31Þ

where wðtÞ denotes the random event (channel status, task

size, user movement) in time slot t and a�ðtÞ denotes the

decision (BS selection, channel allocation, computing

resource allocation) in the optimal w� only policy.
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The left and right sides of formula (31) are summed in i

time slots to get:

i � ðBþ VUoptÞ�
Xi

t¼1

E
1

2

X

m2M
Q�

mðt þ 1Þ2�
"

� 1

2

X

m2M
Q�

mðtÞ
2 þ VU�

sumðtÞjhðtÞ
#

¼
Xi

t¼1

E½LðhðiÞÞ � Lðhð0ÞÞjhðtÞ� þ VE½U�
sumðtÞjhðtÞ�

¼
Xi

t¼1

E½LðhðiÞÞjhðtÞ� þ VE½U�
sumðtÞjhðtÞ�

�V
Xi

t¼1

E U�
sumðtÞjhðtÞ

� �

ð32Þ

So

1

i

Xi

t¼1

E½U�
sumðtÞjhðtÞ� �Uopt þ

B

V
ð33Þ

Let i ! 1, lim
i!1

1
i

Pi
t¼1 E½U�

sumðtÞjhðtÞ��Uopt þ B
V. The-

orem 2 is proved.

Theorem 2 shows that when V ! 1, the sum of long-

term average user costs obtained by solving single time slot

problem P2 can infinitely approximate the optimal value of

the original problem P1.

Since the objective function of problem P2 is a complex

nonlinear function, and the BS selection and channel

allocation are binary variables, and the task offloading ratio

is continuous variables, problem P2 is a mixed integer

nonlinear programming problem. Such problems are

commonly NPhard problems, and are unable to be solved

by polynomial time complexity algorithm. With the aim of

solving problem P2, this paper designs a joint optimization

algorithm of task offloading ratio, BS selection and channel

allocation. The algorithm divides the problem P2 into two

layers, the internal layer obtains the optimal task offloading

ratio through theoretical derivation, and the outer layer

determines the BS selection and channel allocation through

the matching method.

4.1 Task offloading ratio

When the BS selection and channel allocation of user are

given, the internal layer problem is

P2:1 : min
qðtÞ

Bþ
X

m2M
QmðtÞSmðtÞ þ V

X

m2M
UmðtÞ

s:t: ðC5ÞTmðtÞ�DmðtÞ; 8m 2 M

ðC6ÞqmðtÞ 2 ½qmin; 1�; 8m 2 M

ð34Þ

The objective function of question P2:1 is represented

by the symbol f, which is detailed as follows:

f ¼ Bþ
X

m2M
QmðtÞSmðtÞð

þ V amax
ð1� qmðtÞÞCmðtÞ

fm;local|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
ð1Þ

; qmðtÞð
ImðtÞ
RTr
m ðtÞ þ

CmðtÞ
fmðtÞ

Þ þ Tmi
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

ð2Þ

8
>>><

>>>:

9
>>>=

>>>;

0
BBB@

þb Kð1� qmðtÞÞCmðtÞf 2m;local|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ð3Þ

þPmqmðtÞ
ImðtÞ
RTr
m ðtÞ|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

ð4Þ

0
BBB@

1
CCCA

1
CCCA

1
CCCA

ð35Þ

(1), (2), (3), (4) in (35) are linear functions of variable

qmðtÞ. Because the maximum function of the two convex

functions is also a convex function, the objective function

is a convex function of qmðtÞ. Constraint (C5) is obviously
a convex function after moving the right term of the

inequality to the left, so problem P2:1 is a convex problem.

Theorem 3 Let F0 ¼ 1� DmðtÞfm;local=CmðtÞ and F1 ¼
DmðtÞ � Tmi

m ðtÞ
� �

= ImðtÞ
RTr
m ðtÞ þ

CmðtÞ
fmðtÞ

� �
. When F0 [F1 or

F1\qmin, problem P2:1 has no solution, otherwise, the

optimal solution of P2:1 is:

q�mðtÞ ¼

max fF0; qming; if F2 � 0 and F3\qmin

max f1;F1g; if F2\0 and F3\qmin

qm;1(t), if F3 � qmin and f1ðm; tÞ� f2ðm; tÞ
qm;2ðtÞ; if F3 � qmin and f1ðm; tÞ� f2ðm; tÞ

8
>>>><

>>>>:

ð36Þ

where

qm;1ðtÞ ¼
maxfqmin;F0g; if F4 � 0

minfF1;F3; 1g; if F4\0


ð37Þ

qm;2ðtÞ ¼
maxfF0; qmin;F3g; if F2 � 0

minf1;F1g; if F2\0


ð38Þ

F0 ¼ 1� DmðtÞfm;local=CmðtÞ ð39Þ

F1 ¼ DmðtÞ � Tmi
m ðtÞ

� �
=

ImðtÞ
RTr
m ðtÞ þ

CmðtÞ
fmðtÞ


 �
ð40Þ

F2 ¼ a
ImðtÞ
RTr
m ðtÞ þ

CmðtÞ
fmðtÞ


 �
� bKCmðtÞf 2m;local þ b

PmImðtÞ
RTr
m ðtÞ

ð41Þ

F3 ¼
CmðtÞ
fm;local

� Tmi
m ðtÞ


 �
=

CmðtÞ
fm;local

þ CmðtÞ
fmðtÞ

þ ImðtÞ
RTr
m ðtÞ


 �

ð42Þ

F4 ¼ b
PmImðtÞ
RTr
m ðtÞ � bKCmðtÞf 2m;local � a

CmðtÞ
fm;local

ð43Þ
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f1ðm; tÞ ¼ að1� qm;1ðtÞÞCmðtÞ=fm;local
þ bðð1� qm;1ðtÞÞKCmðtÞf 2m;local
þ Pmqm;1ðtÞImðtÞ=RTr

m ðtÞÞ
ð44Þ

f2ðm; tÞ ¼ a
qm;2ðtÞImðtÞ

RTr
m ðtÞ þ

qm;2ðtÞCmðtÞ
fmðtÞ

þ Tmi
m ðtÞ


 �

þ bðð1� qm;2ðtÞÞKCmðtÞf 2m;local
þ Pmqm;2ðtÞImðtÞ=RTr

m ðtÞÞ
ð45Þ

Proof First, constraint (C5) can be converted to:

qmðtÞ� 1� DmðtÞfm;local=CmðtÞ ð46Þ

qmðtÞ� ðDmðtÞ � Tmi
m ðtÞÞ= ImðtÞ

RTr
m ðtÞ þ

CmðtÞ
fmðtÞ


 �
ð47Þ

Let

F0 ¼ 1� DmðtÞfm;local=CmðtÞ ð39Þ

F1 ¼ ðDmðtÞ � Tmi
m ðtÞÞ= ImðtÞ

RTr
m ðtÞ þ

CmðtÞ
fmðtÞ


 �
ð40Þ

When F0 [F1 or F1\qmin, for any qmðtÞ 2 ½qmin; 1�,
the minimum delay constraint cannot be satisfied, and

problem P2:1 has no solution.

When F0 �F1 and F1 � qmin, The proof of the optimal

solution of problem P2:1 is:

When (1) and (2) in (35) are equal:

qmðtÞ ¼
CmðtÞ
fm;local

� Tmi
m ðtÞ


 �
=

CmðtÞ
fm;local

þ CmðtÞ
fmðtÞ

þ ImðtÞ
RTr
m ðtÞ


 �

ð48Þ

Let

F3 ¼
CmðtÞ
fm;local

� Tmi
m ðtÞ


 �
=

CmðtÞ
fm;local

þ CmðtÞ
fmðtÞ

þ ImðtÞ
RTr
m ðtÞ


 �

ð42Þ

Obviously, 0\F3\1.

If F3\qmin, then

ð1� qmðtÞÞCmðtÞ
fm;local

\qmðtÞ
ImðtÞ
RTr
m ðtÞ þ

CmðtÞ
fmðtÞ


 �
þ Tmi

m ðtÞ

ð49Þ

Currently, let

F5 ¼ amax
ð1� qmðtÞÞCmðtÞ

fm;local
; qmðtÞð

ImðtÞ
RTr
m ðtÞ þ

CmðtÞ
fmðtÞ

Þ þ Tmi
m ðtÞ

 �

þ bðKð1� qmðtÞÞCmðtÞf 2m;local þ PmqmðtÞ
ImðtÞ
RTr
m ðtÞÞ

ð50Þ

Then

F5 ¼ qmðtÞ a
ImðtÞ
RTr
m ðtÞ þ

CmðtÞ
fmðtÞ


 �


�bKCmðtÞf 2m;local þ b
PmImðtÞ
RTr
m ðtÞ

�

þ bKCmðtÞf 2m;local þ aTmi
m ðtÞ

ð51Þ

(51) is a linear function of variable qmðtÞ. Let

F2 ¼ a
ImðtÞ
RTr
m ðtÞ þ

CmðtÞ
fmðtÞ


 �
� bKCmðtÞf 2m;local þ b

PmImðtÞ
RTr
m ðtÞ

ð41Þ

When F2 � 0, (51) is a monotonically increasing func-

tion of the variable qmðtÞ. By combining (46), (47) and

(51), the optimal offloading ratio is

q�mðtÞ ¼ maxfF0; qming. When F2\0, (51) is a monotonic

decreasing function of variable qmðtÞ, and the optimal

offloading ratio of user tasks is q�mðtÞ ¼ minf1;F1g.
If qmin �F3\1, (50) is a piecewise function. When

qmin � qmðtÞ�F3, (50) can be simplified as

F5 ¼ qmðtÞ b
PmImðtÞ
RTr
m ðtÞ � bKCmðtÞf 2m;local � a

CmðtÞ
fm;local


 �

þ a
CmðtÞ
fm;local

þ bKCmðtÞf 2m;local

ð52Þ

When F3 � qmðtÞ� 1, (50) can be reduced to (51). (51)

and (52) are linear functions of variable qmðtÞ, let

F4 ¼ b
PmImðtÞ
RTr
m ðtÞ � bKCmðtÞf 2m;local � a

CmðtÞ
fm;local

ð43Þ

The segment qmin � qmðtÞ�F3 is called the first

segment of the piecewise function. If F4 � 0, then the first

segment is a monotonically increasing function of qmðtÞ, so
the optimal solution of qmðtÞ is qm;1ðtÞ ¼ maxfF0;qming. If
F4\0, then the first segment is a monotonic decreasing

function, so the optimal solution of qmðtÞ is

qm;1ðtÞ ¼ minf1;F1;F3g. The segment F3 � qmðtÞ� 1 is

called the second segment of the piecewise function. If

F2 � 0, then the second segment is a monotonically

increasing function of qmðtÞ, so the optimal solution of

qmðtÞ is qm;2ðtÞ ¼ maxfF0; qmin;F3g. If F2\0, then the

second segment is a monotonically decreasing function, so

the optimal solution of qmðtÞ is qm;2ðtÞ ¼ minf1;F1g.
Let

f1ðm; tÞ ¼ að1� qm;1ðtÞÞCmðtÞ=fm;local
þ bðð1� qm;1ðtÞÞKCmðtÞf 2m;local
þ Pmqm;1ðtÞImðtÞ=RTr

m ðtÞÞ
ð44Þ
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f2ðm; tÞ ¼ a
qm;2ðtÞImðtÞ

RTr
m ðtÞ þ

qm;2ðtÞCmðtÞ
fmðtÞ

þ Tmi
m ðtÞ


 �

þ bðð1� qm;2ðtÞÞKCmðtÞf 2m;local
þ Pmqm;2ðtÞImðtÞ=RTr

m ðtÞÞ
ð45Þ

The optimal value of problem P2:1 is the smaller of

f1ðm; tÞ and f2ðm; tÞ, so when f1ðm; tÞ� f2ðm; tÞ, the optimal

solution is qm;1ðtÞ, and f1ðm; tÞ[ f2ðm; tÞ, the optimal

solution is qm;2ðtÞ. Theorem 3 is proved.

4.2 BS selection and channel allocation

The outer problems related to user BS selection and

channel allocation are:

P2:2 : min
AðtÞ;BðtÞ

Bþ
X

m2M
QmðtÞSmðtÞ þ V

X

m2M
UmðtÞ

s:t: ðC1Þ
X

n2N
anmðtÞ ¼ 1; 8m 2 M

ðC2Þ
X

l2L
blmðtÞ ¼ 1; 8m 2 M

ðC3Þ
X

m2M
anmðtÞblmðtÞ ¼ 1; 8n 2 N ; l 2 L

ðC5ÞTmðtÞ�DmðtÞ; 8m 2 M

ðC6ÞanmðtÞ; blmðtÞ 2 f0; 1g; 8m 2 M; n 2 N ; l 2 L

ð53Þ

Problem P2:2 is a single time slot optimization problem.

The current slot index t is omitted for the convenience of

description. According to problem P2:2, this paper designs

a joint optimization algorithm for task offloading ratio, user

BS selection and channel allocation based on matching

theory. The algorithm takes the user and the BS-channel

pair (that is, one channel of a BS is a BS-channel pair) as

the matching two-end elements to establish a one-to-one

matching model [27]. According to the solution of the

inner layer problem and problem P2:2, designs the pref-

erence value of one side element for the other side element.

In this paper, a channel of a BS is regarded as a whole,

called a BS-channel pair, whose set is represented as Y. In

one-to-one matching, for any element m 2 M (or y 2 Y) in

user set (or BS-channel pair set), the matching object y 2 Y

(or m 2 M) is the element in the set on the other side, and

the matching objects are unique and corresponding to each

other (that is, if the matching object of m is y, the matching

object of y is also m). In this paper, the one-to-one match

between the current user and the BS-channel pair is rep-

resented by the character v. Obviously, v � ðM	 YÞ.
The user BS selection and channel allocation obtained

by one-to-one matching must meet the constraints (C1),

(C2), (C3), (C6) of problem P2:2. To minimize the mini-

mum value of the objective function of P2:2 and satisfy the

constraint (C5), this paper establishes a preference value of

the user and the BS-channel pair for the matched object

under the current matching to iteratively form the final

matching result.

The preference value of user m 2 M for the matched

object under the current matching v is expressed as

PmðvÞ ¼ indicatorfIe¼1g � ðg� ðBþ QmSm þ VUmÞÞ
ð56Þ

where, Ie ¼ 1 indicates that the inner layer problem has a

solution, that is, the maximum delay constraint can be

satisfied. On the contrary, let Ie ¼ 0, and g is a positive

number far higher than the order of magnitude of the P2:2

objective function.

From the definition of preference value, when the

matching object of user m under the current matching

cannot finish the task within the maximum time delay, the

user’s preference value for the current matching v is 0. The

smaller the average task cost, the higher the preference

value of user m for the current matching object when the

matching object of user m can make the task completion

delay and MI meet the requirements.

The preference value of the BS-channel pair for the

matched object under the current matching v is expressed as

PyðvÞ ¼
X

m2M
PmðvÞ ð57Þ

Because the interference between users is considered in

this paper, the preference of users for their matching

objects will be affected by the selection of other users.

Therefore, the traditional stable matching may not exist.

Therefore, the swap-matching method is used here to

promote the iteration of the algorithm through the swap of

user matching objects, so that the algorithm converges to a

weak stable matching, that is, pairwise stability [28]. The

concept of swap-blocking-pair used in the algorithm is

explained here: in the current matching, if there are such

two users, and their preference for their matching objects

increases after they swap the matching objects, then these

two users are called the current matching swap-blocking-

pair. Because this paper considers the case that the product

of the number of BSs and the number of channels is greater

than the number of users, it is assumed that in the swap-

matching, the BS-channel pair that is not matched with the

user matches with the virtual user, and the preference value

of the virtual user for its matching object is defined as 0.

The joint optimization algorithm for offloading ratio, BS

selection and channel allocation based on matching theory

is shown in algorithm 1:
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As shown in Algorithm 1, the input of the joint opti-

mization algorithm of offloading ratio, BS selection and

channel allocation is the observation value of the user

position, channel status and task size of the current time

slot. At the beginning of the algorithm, all users are in an

unmatched state. Therefore, the matched user set Matched

is an empty set. The unmatched user set unmatched is equal

to the user set. The current matching v is an empty set. The

unmatched BS-channel pair set unmatchedp is a BS-

channel pair set. The matched BS-channel pair set

matchedp is an empty set. The algorithm is divided into an

initial matching stage and swap-matching stage. In the

initial matching part, each user m 2 unmatched that has not

yet matched the BS-channel pair will calculate the optimal

offloading ratio when occupying each currently unmatched

BS-channel pair y 2 unmatchedp according to the current

matching v and calculate the preference value for each

currently unmatched BS-channel pair according to the

optimal offloading ratio. Finally, it will make a request for

the BS-channel pair that has the highest preference value in

the currently unmatched BS-channel pair. When all

unmatched users make a request, each unmatched BS-

channel pair will process the request it receives. It will find

the request object with the highest preference value for

itself under the current matching and match it. After all

requests are processed, the set of matched users, matched

BS-channel pairs, unmatched users, and unmatched BS-

channel pairs will be updated. Then check whether there

are unmatched users. If so, repeat the above steps until all

users have a BS-channel pair to match. After the initial

match is formed, users change the current match through

swap operation until convergence. At the beginning of each

round of swap in the swap phase, a matching v1 ¼ v before

the current round of swap will be recorded, and each user

m 2 M will take turns to check whether it forms a swap-

blocking-pair with other users m0 in the currently matching

(including virtual users). If satisfied, user m will swap

matching objects with user m0 and update the current match

v. When the last user is checked, a new round of swaps will

start again from the first user. The whole swap process lasts

until there is no change in the matching before and after a

round of swap operation, that is, v1 ¼ v.

The convergence and paired stability of the proposed

algorithm are demonstrated below.

Theorem 4 Algorithm 1 will converge to a final match vfin
after finite iterations.

Proof In each round of user requests in the initial

matching phase, unmatched users will make requests to

unmatched BS-channel pairs. In the worst case, all

unmatched users submit requests to the same BS-channel

pair, which can accept requests from one user at the request

acceptance stage. Therefore, after a round of user requests

and the BS accepts the request, at least one user will match

successfully. After a certain round of request submission

and reception, all users will match a BS-channel pair, and

the initial matching phase will end. In the swap phase, it

can be seen from the meaning of the swap-blocking-pair

that each swap of user matching objects will lead to a strict
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decrease in the cost of the entire system. Because the cost

function of the entire system is a bounded function, the

swap phase will terminate after a certain number of swaps

by users.

Theorem 5 Algorithm 1 will eventually converge to a

pairwise-stable match.

Proof First, the concept of pairwise stability is explained:

if there is no user who satisfies the definition of swap-

blocking-pair in a match, the match is pairwise stable.

Here, we prove the pairwise-stability of the final match by

contradiction. If the final match vfin is not pairwise-stable,

then there is at least one pair of users m; m0 in the match,

which is recorded as the swap-blocking pair of the current

match. According to the steps of algorithm 1, the algorithm

will swap the BS-channel pairs matched by the user m and

user m0 in the swap phase, and then update the matching.

This contradicts the fact that matching vfin is the final

match, so the final match is pairwise-stable.

It should be clarified here that although this paper uses

Lyapunov theory to transform the original optimization

problem and proves that the optimal solution of the original

problem can be obtained by solving the transformed

problem with control parameters V ! 1, the matching-

based two-level optimization algorithm used in this paper

is used to solve the transformed problem. The algorithm is

a heuristic algorithm, and the solution it obtains does not

reach the optimum of the original problem.

Finally, the complexity of Algorithm 1 is analyzed.

In the initial matching phase of the algorithm, the worst

case is that only one user completes the initial matching in

each round of request making and receiving, so the request

making and receiving phase can be performed up to M

times. At each request submission stage, each unmatched

user needs to change the current match and calculate the

preference value for the BS- channel pair matched after

changing the match. Therefore, the cycle in the request

submission stage can be performed at mostPM�1
i¼0 ðM � iÞðNL� iÞ times. For each request acceptance

phase, each unmatched BS-channel pair needs to compare

the preference value of the received request and select the

matched object, so this phase can be cycled at mostPM�1
i¼0 ðNL� iÞ times. In each round of swap in the

matching swap stage, the algorithm should check whether

there are users constituting the current matching swap-

blocking-pair. Assuming that there is a total of J rounds in

the swap process, the number of cycles in the swap stage is

JMNL. Therefore, the complexity of the whole Algorithm 1

is O
PM�1

i¼0 ðM � iÞðNL� iÞ þ
PM�1

i¼0

�
ðNL� iÞ þMJNLÞÞ.

Since the transformed problem is a single time slot

problem, it is required that the algorithm has to be able to

complete this within the required time duration. From the

obtained time complexity, it can be seen that the execution

time of the proposed algorithm increases with the increase

of the input size of the algorithm (number of base stations,

users, channels). When the input size (number of base

stations, users and channels) is small, the proposed algo-

rithm can meet the corresponding time requirements, but

when the input size is too large, the algorithm may not be

able to complete in one time slot. Therefore, a lower time

complexity algorithm may be able to facilitate the imple-

mentation of the algorithm. We will be looking at less

complex solutions in future work.

5 Simulation and performance analysis

The proposed algorithm is simulated by MATLAB. In the

simulation, 5 BSs are deployed in the center and four

corners of a 600	 600 m2 square area. The user’s move-

ment trajectory is generated by a random walk model [29]

and lasts for 1000 time slots, with each time slot length of

s ¼ 1s. The path loss model is pathlossm;n ¼ 35:3þ
37:6 log10ðdm;nÞ, where dm;n denotes the distance between

user m and target n. Small-scale fading model is repre-

sented by Rayleigh distribution random variable of unit

mean. The target frequency response in the sensing model

is assumed to adhere to the standard normal distribution

[19]. The number of integrated waveform symbols used is

K ¼ 10, the symbol duration is Ts ¼ 5 ls, and the mini-

mum value of MI is MImin ¼ 80 bit. The amount of task

data generated by users in each time slot is subject to

uniform distribution ½1; 1:5� 	 106 bit, task intensity is

rm ¼ 737:5 cycles/bit, and the maximum delay require-

ment of the task is DmðtÞ ¼ 1 s. The user’s sensing failure

rate is required to be d ¼ 0:01, and the minimum unloading

ratio is required to be hmin ¼ 0:01. Other simulation

parameters are shown in Table 1.

Three benchmark algorithms are compared with algo-

rithm 1. The first benchmark algorithm is the algorithm in

[4]. This algorithm considers the static scenario in which

the user’s task is fully offloaded and optimizes the user’s

BS selection and channel allocation. The second bench-

mark algorithm does not consider the optimization of user

BS selection. Its BS selection adopts the scheme of nearby

access. The third benchmark algorithm does not support

user service migration, that is, the user always keeps the

original BS selection unchanged. When the task comple-

tion delay exceeds the maximum delay requirement or the

MI does not meet the minimum requirement, this paper

considers the task to be failed, and treats the task whose

completion time exceeds the maximum delay limit

(Dm ¼ 1 s) as discarded, that is, the task completion time is
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counted according to the maximum delay limit Dm, and the

task data transmission energy consumption is counted

according to Pm � Dm.

As can be seen from Fig. 2, the average task cost

gradually decreases and tends to be optimal as the control

parameter V gradually increases. The sensing failure rate

gradually decreases with the increase of V. Figure 2 clearly

demonstrates that the control parameter V can equalize the

average task cost and perceived failure rate.

Figure 3(a–d) shows the effects of the number of users

on performance (average task cost, average task energy

consumption, average task delay and average task failure

rate) under different schemes. The figures show that the

average task cost, delay, energy consumption and failure

rate all rise as the number of users increases. The main

reason is that (1) the total amount of computing resources

of the whole system is limited and constant. As the number

of users rises, the computing resources allotted to each user

will be reduced, and the computing delay of the task will

gradually increase. (2) The increase of the number of users

will also increase the probability of different BS users

multiplexing the same channel. This enhances the inter-

ference between users and reduces the user’s data trans-

mission rate, thus increasing the user’s task transmission

delay and energy consumption. (3) The enhancement of

interference between users will also reduce the user’s MI.

The reduction of MI will urge users to choose a channel

with better sensing performance. However, this channel

may have a large communication fading, further increasing

the user’s transmission delay and energy consumption. (4)

The shortage of resources on the BS side will lead to more

tasks being executed locally, which will increase the task

completion time and energy consumption. (5) The increase

of task completion delay and the decrease of MI will

increase the probability of task timeout or failure to meet

the minimum MI requirements. In addition, algorithm 1

outperforms the other three schemes. From Fig. 3(a–c), it

can be shown that the average task cost, average task delay

and energy consumption of the algorithm in this paper are

superior to those obtained by the algorithm in reference [4].

The reason is that the algorithm in [4] adopts the strategy of

full task offloading, while the algorithm in this paper

considers the optimization of partial offloading and task

offloading ratio, which enables the user task to use local

computing resources and BS server computing resources in

the meantime, and the terminal and BS server can process

tasks in parallel. It reduces the task completion time and

transmission energy consumption. In addition, the algo-

rithm in [4] does not consider user mobility, while the

algorithm in this paper considers the migration cost

brought by user mobility when optimizing, so that better

BSs can be selected for access. It can be demonstrated from

Fig. 2(d) that when there are few users, the algorithm used

in this paper has a greater task failure rate than the algo-

rithm in [4]. This is because this paper considers that the

Table 1 Simulation parameters
Parameter Symbol Value

Number of users (default) M 20

Number of BSs N 5

Number of channels L 10

User transmission power Pm 23 dBm

Channel bandwidth W 0.5 MHz

Noise power spectral density N0 - 174 dBm

User calculated power factor K 10ð�28Þ

User computing capacity fm;local 1 GHz

BS computing capacity Fn 30 GHz

User delay weight coefficient a 0.5

Weight coefficient of user energy consumption b 5

User migration cost e 0.1

Control parameters V 40

Fig. 2 Effects of control parameter V on average task cost and

sensing failure rate
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long-term sensing failure rate of users is required to reach a

certain threshold requirement, that is, certain task sensing

failure is allowed, while the algorithm in [4] requires that

the MI of users in each time slot should meet the minimum

requirement. When the number of users increases, the

algorithm in this paper has a lower failure rate what is

found in [4]. This is because the optimization of the task

offloading ratio reduces the task completion delay, thus

reducing the possibility of task timeout. At this time, the

task can choose a channel that is more conducive to the

sensing performance, so that the sensing failure rate is

reduced.

Figure 4(a–d) shows the effects of average task data

volume on performance under different schemes. The fig-

ures show that the average task cost, delay, energy con-

sumption, and failure rate increase as the average task data

volume increases. The reason is that when the average task

data volume increases, the transmission and calculation

time of the task offloaded to the BS will increase, leading

to the decrease of the user task offloading ratio, and the

increase of the average task completion delay and energy

consumption due to more tasks being executed locally. The

probability of the task exceeding the maximum delay

requirement will also increase. From Fig. 4(a–c), it can be

demonstrated that the average task cost, delay, and energy

consumption of the algorithm in this paper are superior to

that of the algorithm in [4]. The reason is like the above.

The algorithm in this paper considers the service migration

cost caused by user mobility when optimizing the algo-

rithm, and the partial offloading of tasks and the opti-

mization of the offloading ratio makes the tasks processed

in parallel locally and remotely, reducing the user com-

pletion delay and energy consumption, thus reducing the

(a)

(b)

(c)

Fig. 3 Effects of the number of users under different schemes

a Average task cost b Average task delay c Average task energy

consumption d Average task failure rate

(d)

Fig. 3 continued
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average task cost. From Fig. 4(d), the average task failure

rate is higher than that in [4] when the average task data

volume is small. This is because this paper considers that

the sensing failure rate of users in multiple timeslots

reaches a certain threshold, which allows the certain

sensing failures. When the amount of task data becomes

larger, the algorithm in this paper compared with the one in

[4] has a decreased failure rate. This is because the increase

in average task data volume makes more tasks unable to be

completed within the maximum delay requirements,

resulting in a gradual increase in the task failure rate.

However, the partial offloading of tasks and the opti-

mization of the offloading ratio reduces the user’s com-

pletion delay, and leads to a reduction in the task failure

rate.

Figure 5(a–d) shows the effects of different BS com-

puting resources on performance. It can be seen from

Fig. 5(a–c) that with the decrease of computing resources

of the BS, the average task cost, delay, and energy con-

sumption increase. The main reason is that when the

computing resources of the BS become less, the computing

resources that the BS allotted to each task become less,

which causes an increase in the computing delay of the task

offloaded to the BS. Therefore, the tasks are more calcu-

lated locally, which increases the task completion delay

and energy consumption, Finally, the average task cost

increases. Figure 5(d) presents that the reduction of task

computing resources may lead to a slight decrease in the

average task failure rate. This is because the reduction of

the BS computing resources will bring a decrease in task

offloading ratio, resulting in a reduction in the amount of

data transmitted by the task to the BS. The reduction of the

amount of data transmitted by the task makes the decrease

(a)

(b)

(c)

Fig. 4 Effects of average task data volume under different schemes

a Average task cost b Average task delay c Average task energy

d Average task failure rate

(d)

Fig. 4 continued
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of the task completion delay and energy consumption in the

channel with better communication performance less than

the increase of the sensing failure rate in the channel with

better sensing performance. Therefore, users tend to

occupy the channel with good sensing performance,

resulting in a reduction of task sensing failure. Because the

algorithm in this paper considers the partial offloading of

tasks and the optimization of the offloading ratio, the task

delay requirement is relaxed and the tasks exceeding the

maximum delay requirement will not increase. In sum-

mary, the average task failure rate will decrease.

Figure 6(a–d) shows the effects of different MImin

(minimum MI) requirements on performance. It can be

demonstrated from the figure that the improvement of the

requirement will increase the average task cost, delay,

energy consumption and failure rate. Because the

improvement of the requirement will make the user more

inclined to choose the channel with good sensing perfor-

mance. Such channels may have a large communication

fading, resulting in a reduction in data transmission rate, an

increase in task transmission time and energy consumption.

More tasks are calculated locally, resulting in an increase

in the total task completion time and energy consumption.

The improvement of MImin also makes more tasks judged

as sensing failure, so the task failure rate also increases. It

can also be presented from the figure that as the number of

users increases, the effects of improving MImin on perfor-

mance will become more and more serious. The reason is

that when the number of users is large, the interference

between users will become increasingly serious, and it will

be more difficult to sense MI to meet the minimum

requirements. Therefore, the sensing failure rate will

increase sharply. Since the requirements of sensing failure

rate should be met as far as possible, users are more

(a)

(b)

(c)

Fig. 5 Effects of computing resources of different BSs a Average task
cost b Average task delay c Average task energy consumption

d Average task failure rate

(d)

Fig. 5 continued
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inclined to choose channels with good sensing perfor-

mance. Thus, the average task cost, delay and energy

consumption increase more rapidly.

Figure 7(a–d) show the effects of power factor and

migration cost on average task cost, delay, and energy

consumption. The horizontal and vertical coordinates of

each line type show the effect of different power factors on

the analysed metrics, and different line types show the

effect of different migration costs on the analysed metrics.

In the legend, e shows the resource consumption of the

migration and tmi shows the delay consumption of the

migration. From Fig. 7(a), it can be seen that the average

task cost increases with the increase of power factor. This

is because the increase in power factor increases the energy

consumption of local computation. From Fig. 7(b), it can

be seen that the latency decreases and then increases when

the power factor increases. This is because too large or too

small a power factor makes the remote processing latency

greater than the local processing latency or the local pro-

cessing latency greater than the remote processing latency,

resulting in the time parallelization between remote and

local processing not being better utilized. From Fig. 7(c), it

can be seen that the energy consumption gradually

increases when the power factor increases. This is because

the increase in the power factor increases the energy con-

sumption of the local computation. From Fig. 7(d), it can

be seen that the task failure rate increases when the power

factor increases. This is because the rise in task cost makes

the proposed algorithm pay more attention to the opti-

mization of task cost, and the optimization of partial

offloading makes the task failure due to sensing failure

dominate, which eventually increases the task failure rate.

From Fig. 7(a–d), it can be seen that the average task

failure rate, delay, energy consumption and task failure rate

(b)

(c)

(a)

Fig. 6 Effects of different MImin requirements a Average task cost

b Average task delay c Average task energy consumption d Average

task failure rate

(d)

Fig. 6 continued
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when the migration cost rises. all rise. This is because the

increase in migration cost makes users more inclined to

keep the original base station connection, which prevents

them from choosing the optimal base station and channel.

6 Conclusion

In the ISCC scenario of multi-user and multi-BS, this paper

considers the user mobility and partial offloading, and

establishes a problem of minimizing the sum of the user’s

long-term cost. The problem considers the user’s latency,

energy consumption, and migration costs as well as the

sensing. The problem is converted to a single time slot

problem according to Lyapunov optimization theory, and

the matching method is used to solve the converted prob-

lem. Simulation results reveal that the proposed algorithm

outperforms other benchmark algorithms. Because the

flexible location of mobile edge nodes can further improve

the quality of service for users and the generation of

multiple tasks per user in a single time slot can fit a wider

range of realistic scenarios, future work may consider

resource allocation and offloading decisions in ISCC sce-

narios with multitasking users and mobile edge nodes.
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